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Abstract-- An excellent deal of recent method analysis has 

targeted on two trendy missing data analysis methods: 

maximum likelihood and multiple imputation. These methods 

are very good to traditional techniques (e.g. deletion and 

mean imputation methods etc.) because they require less 

stringent assumptions and mitigate the pitfalls of traditional 

techniques. This article explains the new theoretical and 

practical methods of missing data analyses in big datasets , 

gives an overview of traditional missing data techniques, 

predict more accurate value of target variable and provides 

accessible descriptions of maximum likelihood and multiple 

imputation. Finally, the paper illustrates ways in which 

researchers will use intentional, or planned, missing data to 

enhance their research designs. 

I. INTRODUCTION

Missing data are the problematic thing that we face during 

the training of a model in machine learning. Missing values 

are representative of the messiness of real world data. There 

can be a multitude of reasons why they occur — ranging 

from human errors during data entry, incorrect sensor 

readings, to software bugs in the data processing pipeline. 

The normal reaction is frustration. Missing data are 

probably the most widespread source of errors in your code, 

and the reason for most of the exception-handling. If you 

try to remove them, you might reduce the amount of data 

you have available dramatically — probably the worst that 

can happen in machine learning. There are three main types 

of missing data. Missing completely at random (MCAR), 

Missing at random (MAR) and Not missing at random 

(NMAR). We use traditional methods mean, median, KNN 

etc. to impute these missing data which is not a correct way 

of imputation in modern datasets. Still, often there are 

hidden patterns in missing data points. Those patterns can 

provide additional insight in the problem you’re trying to 

solve. One way to handle this problem is to get rid of the 

observations that have missing data. However, you will risk 

losing data points with valuable information. A better 

strategy would be to impute the missing values. In other 

words, we need to infer those missing values from the 

existing part of the data. Hence, machine learning 

techniques can been quite effective in filling these missing 

data. 

A. Methods to handling Missing Data:

The basic fundamental steps which are used in handling

missing data are given below:

Fig. 1.1: Traditional ways to handle missing data 

Imputation vs Removing Data 

Before jumping to the methods of data imputation, we 

have to understand the reason why data goes missing. 

Missing at Random (MAR): Missing at random means 

that the propensity for a data point to be missing is not 

related to the missing data, but it is related to some of the 

observed data 

Missing Completely at Random (MCAR): The fact that a 

certain value is missing has nothing to do with its 

hypothetical value and with the values of other variables. 

Missing not at Random (MNAR): Two possible reasons 

are that the missing value depends on the hypothetical 

value (e.g. People with high salaries generally do not want 

to reveal their incomes in surveys) or missing value is 

dependent on some other variable’s value (e.g. Let’s 

assume that females generally don’t want to reveal their 

ages! Here the missing value in age variable is impacted by 

gender variable) 

In the first two cases, it is safe to remove the data with 

missing values depending upon their occurrences, while in 

the third case removing observations with missing values 

can produce a bias in the model. So we have to be really 
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careful before removing observations. Note that imputation 

does not necessarily give better results. 

 

B. Deletion 

Listwise: 

Listwise deletion (complete-case analysis) removes all data 

for an observation that has one or more missing values. 

Particularly if the missing data is limited to a small number 

of observations, you may just opt to eliminate those cases 

from the analysis. However in most cases, it is often 

disadvantageous to use listwise deletion. This is because 

the assumptions of MCAR (Missing Completely at 

Random) are typically rare to support. As a result, listwise 

deletion methods produce biased parameters and estimates. 

Pairwise: 

Pairwise deletion analyses all cases in which the variables 

of interest are present and thus maximizes all data 

available by an analysis basis. A strength to this technique 

is that it increases power in your analysis but it has many 

disadvantages. It assumes that the missing data are MCAR. 

If you delete pairwise then you’ll end up with different 

numbers of observations contributing to different parts of 

your model, which can make interpretation difficult. 

Dropping Variables: 

In my opinion, it is always better to keep data than to 

discard it. Sometimes you can drop variables if the data is 

missing for more than 60% observations but only if that 

variable is insignificant. Having said that, imputation is 

always a preferred choice over dropping variables. 

 

C. Mean, Median and Mode 

Computing the overall mean, median or mode is a very 

basic imputation method, it is the only tested function that 

takes no advantage of the time series characteristics or 

relationship between the variables. It is very fast, but has 

clear disadvantages. One disadvantage is that mean 

imputation reduces variance in the dataset. 

 

D. Linear Regression 
To begin, several predictors of the variable with missing 

values are identified using a correlation matrix. The best 

predictors are selected and used as independent variables in 

a regression equation. The variable with missing data is 

used as the dependent variable. Cases with complete data 

for the predictor variables are used to generate the 

regression equation; the equation is then used to predict 

missing values for incomplete cases. In an iterative process, 

values for the missing variable are inserted and then all 

cases are used to predict the dependent variable. These 

steps are repeated until there is little difference between the 

predicted values from one step to the next, that is they 

converge. 

It ―theoretically‖ provides good estimates for missing 

values. However, there are several disadvantages of this 

model which tend to outweigh the advantages. First, 

because the replaced values were predicted from other 

variables they tend to fit together ―too well‖ and so 

standard error is deflated. One must also assume that there 

is a linear relationship between the variables used in the 

regression equation when there may not be one. 

E. Multiple Imputation 

Imputation: Impute the missing entries of the incomplete 

data sets m times (m=3 in the figure). Note that imputed 

values are drawn from a distribution. Simulating random 

draws doesn’t include uncertainty in model parameters. 

Better approach is to use Markov Chain Monte Carlo 

(MCMC) simulation. This step results in m complete data 

sets. 

Analysis: Analyze each of the m completed data sets. 

Pooling: Integrate the m analysis results into a final result 

       Imputation of Categorical Variables 

 Mode imputation is one method but it will definitely 

introduce bias. 

 Missing values can be treated as a separate category 

by itself. We can create another category for the 

missing values and use them as a different level. This 

is the simplest method. 

 Prediction models: Here, we create a predictive model 

to estimate values that will substitute the missing data. 

In this case, we divide our data set into two sets: One 

set with no missing values for the variable (training) 

and another one with missing values (test). We can 

use methods like logistic regression and ANOVA for 

prediction 

 Multiple Imputation 

 

F. KNN (K Nearest  Neighbors) 

In this method, k neighbors are chosen based on some 

distance measure and their average is used as an imputation 

estimate. The method requires the selection of the number 

of nearest neighbors, and a distance metric. KNN can 

predict both discrete attributes (the most frequent value 

among the k nearest neighbors) and continuous attributes 

(the mean among the k nearest neighbors) 

The distance metric varies according to the type of data: 

Continuous Data: The commonly used distance metrics 

for continuous data are Euclidean, Manhattan and Cosine 

 Categorical Data: Hamming distance is generally used in 

this case. It takes all the categorical attributes and for each, 

count one if the value is not the same between two points. 

The Hamming distance is then equal to the number of 

attributes for which the value was different. 

 

 

II. PROPOSED WORK 

A. Problem Statement 

One of the most common problems I everyone faced in 

Data Cleaning/Exploratory Analysis is handling the missing 

values. Firstly, understand that there is  NO good way to 

deal with missing data. I have come across different 

solutions for data imputation depending on the kind of 

problem — Time series Analysis, ML, Regression etc. and 

it is difficult to provide a general solution. In this work, I 

am attempting to summarize the most commonly used 

methods and trying to find a structural solution for missing 

data. 

B.  Research Gaps  

After studying lots of blogs, articles and research paper, I 

identified that there are any proper way or any solid method 

that can applied on missing data and can fill them with 
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correct value. 

Every paper gives their own theory and methods but didn’t 

give the ultimate method to overcome the missing data 

problem. In this work I found a way to predict the 

continuous value of a target variable using supervised 

machine learning algorithm.    

 

C.  Objectives: 

The main objectives of the study are as follow: 

 Apply new methods to impute missing data of a 

dataset. 

 Comparative study of different algorithms used  in 

Supervised machine learning. 

 Apply multiple  methods to impute missing data to 

increase prediction accuracy in supervised 

Machine  Learning. 
 

D.  Research Methodology 

Data Gathering 

Data collection is defined as the procedure of collecting, 

measuring and analyzing accurate insights for research 

using standard validated techniques. A researcher can 

evaluate their hypothesis on the basis of collected data. In 

most cases, data collection is the primary and most 

important step for research, irrespective of the field of 

research. The most critical objective of data collection is 

ensuring that information-rich and reliable data is collected 

for statistical analysis so that data-driven decisions can be 

made for research. Data collection is an important aspect 

of research. Let’s consider an example of a mobile 

manufacturer, company X, which is launching a new 

product variant. To conduct research about features, price 

range, target market, competitor analysis etc. data has to be 

collected from appropriate sources. 

Data Preparation and Analysis 

 Wrangle data and prepare it for training 

 Clean that which may require it (remove duplicates, 

correct errors, deal with missing values, 

normalization, data type conversions, etc.) 

 Randomize data, which erases the effects of the 

particular order in which we collected and/or 

otherwise prepared our data 

 Visualize data to help detect relevant relationships 

between variables or class imbalances (bias alert!), or 

perform other exploratory analysis 

 Split into training and evaluation sets. 

 Apply mean and  KNN both  for imputation by 

increasing the dimension of the dataset. 

 Check the accuracy score after training the model. 

 Find the difference between traditional  ways of 

imputation and newly methods. 

 Conclude the result.   

 

        Tools  

 Anaconda 

 jupyter  notebook 

 Scikit Learn 

 Pandas 

 Python 

III. EXPERIMENTAL RESULTS 

 

A.  Dataset Description  

On April 15, 1912, the largest passenger liner ever made 

collided with an iceberg during her maiden voyage. When 

the Titanic sank it killed 1502 out of 2224 passengers and 

crew. This sensational tragedy shocked the international 

community and led to better safety regulations for ships. 

One of the reasons that the shipwreck resulted in such loss 

of life was that there were not enough lifeboats for the 

passengers and crew. Although there was some element of 

luck involved in surviving the sinking, some groups of 

people were more likely to survive than others. 

The titanic.csv file contains data for 887 of the real Titanic 

passengers. Each row represents one person. The columns 

describe different attributes about the person including 

whether they survived (SS), their age (AA), their 

passenger-class (CC), their sex (GG) and the fare they paid 

(XX). 

This is a classic dataset used in many data mining tutorials 

and demos -- perfect for getting started with exploratory 

analysis and building binary classification models to 

predict survival. 

Data covers passengers only, not crew. 

Features 
1. survival - Survival (0 = No; 1 = Yes) 

2. class - Passenger Class (1 = 1st; 2 = 2nd; 3 = 3rd) 

3. name - Name 

4. sex - Sex 

5. age – Age(missing value data) 

6. sibsp - Number of Siblings/Spouses Aboard 

7. parch - Number of Parents/Children Aboard 

8. ticket - Ticket Number 

9. fare - Passenger Fare 

10. cabin - Cabin 

11. embarked - Port of Embarkation (C = Cherbourg; Q = 

Queenstown; S = Southampton) 

12. boat - Lifeboat (if survived) 

13. body - Body number (if did not survive and body was 

recovered) 

 

B.  Results and Discussion  

After testing this combine method of KNN and mean  for 

the imputation on missing values  on the above  dataset we 

can say that this method is more efficient in the 

classification problems contains missing features. Real-

world data is often incomplete, inconsistent, and/or lacking 

in certain behaviors or trends, and is likely to contain many 

errors. Below are few steps of Data Preprocessing. 

Remember, not all the steps are applicable for each 

problem, it is highly dependent on the data we are working 

with, so maybe only a few steps might be required with 

your dataset.  

 Data Quality Assessment 

 Feature Aggregation 

 Feature Sampling 

 Feature Selection 

 Dimensionality Reduction 

 Feature Encoding 

 Feature Scaling 
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IV. CONCLUSION 

This review highlights the inconsistent reporting of 

missing data in machine learning studies and the 

continuing use of inappropriate methods to handle missing 

data in the analysis. This study guidelines as a framework 

for authors so that the amount of missing data can be 

handled in appropriate way so that anyone can build a 

better machine learning model and predict values more 

accurately. 

 

Future Scope  

We can use other methods like linear regression , KNN 

and statistics. We are increasing the dimension of the 

dataset which can decrease the time complexity of our 

model, but it can also increase the accuracy. 

So by trying different methods may work to fill missing 

values. And we can increase the accuracy of our model so 

that it can predict more accurate than a traditional methods. 
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